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Project Funding

NASA has provided funding for the Grid-BGC project

through the Advanced Information Systems Technology

Office (NASA AIST Grant #NAG2-1646) and the Terrestrial

Ecology Program.

University of Colorado computer time was provided by

equipment purchased under DOE SciDAC Grant #DE-FG02-

04ER63870, NSF ARI Grant #CDA-9601817, NSF

sponsorship of the National Center for Atmospheric

Research, and a grant from the IBM Shared University

Research (SUR) program.
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Research Problems

• Setting up and configuring simulations
is complex, time consuming, and error
prone.

• Researchers may not have the
compute or storage resources available.

• The entire model workflow must be
manually setup, executed, and
managed.
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Purpose of GridBGC

• Use emerging Grid-Compute technologies to provide a
research-quality platform for terrestrial carbon cycle modeling.

• Provide a Web Portal user interface to organize the
complicated data dependencies that are typical of very large
gridded ecosystem model implementations.

• Eliminate user interaction with remote computational resources
by implementing automated job execution.

• Provide automated data streaming for model input and output
datasets between the Portal, remote computational resources,
and a remote mass storage facility.

• Provide robust analysis and visualization tools through the
Portal.

• Demonstrate end-to-end functionality with a research-quality
application (U.S. 1 km gridded simulations, targeting NACP).

• Focus on the needs of real researchers, through multiple
iterations of platform development and beta-testing.
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Science objective: large, gridded

simulations of carbon cycle dynamics

Daymet inputs…

…Grid-BGC outputs

Daymet – interpolation

and extrapolation of daily

surface weather

BiomeBGC – Carbon,

nitrogen, and water cycles

for land ecosystems
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System Design Goals

• Focus on solving science problems.

• Abstract technology where ever possible.

• Support the typical modeling workflow for the

Daymet and BiomeBGC models.

• Easy to configure and run simulations.

• Abstract data management where ever

possible.
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System Architecture
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Core Components:

• Graphical User Interface and support components

• Job execution services

• Science models
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User Interface (Overview)

• Web based user interface.

• Developed and hosted at NCAR.

• Developed using common frameworks

and tools:

– Spring Framework

– Hibernate

– Globus COG Toolkit
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User Interface (Science Workflow)
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User Interface (Project / Object Model)
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User Interface (Site Data Object)
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User Interface (Daymet Simulation Project)
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User Interface (Data

Transformations)

• Models require specific NetCDF input files and model specific
configurations.

– Not produced by the typical tools used by researchers.

• Some datasets produced directly in the user interface.

• Users supply input datasets in easy to produce formats

– ASCII Grid

– ASCII Text Files

• Dataset are automatically converted into the required formats.

• Required derived datasets are automatically produced as
required.
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User Interface (Data Object Creation)
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User Interface (Data Object Creation)



ESTC 2006

June 27 2006
Nathan Wilhelmi

wilhelmi@ucar.edu

User Interface (Data Object Creation)
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User Interface (Data Object Creation)
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User Interface (Quality Control)

• User supplied data validated where ever
possible.
– Required values

– Data ranges

– Missing data

• Project / Object model allows the user to only
configure simulations that are compatible.
– Data type

– Spatial projection

• Visualizations used for data validation.
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User Interface (Quality Control)
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Simulation Workflow
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Job Tiling

• Simulations are divided into spatial tiles for
computation.

• Job tiling process is driven by DEM resolution.

• Multiple simulation resolution supported.

• Daymet Simulations:
– Tiles are computed for a single year for a spatial region.

• BiomeBGC Simulations:
– Tiles are computed for all simulation years for a spatial

region.
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Job Tiling (Example)
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Job Monitoring and Control

• Job submission and status monitoring

automated by the GUI.

• Status can be monitored on a both

simulation and individual tile levels.
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Job Monitoring and Control
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Post-processing

• Individual tile post processing events

– Daymet:

• Extract cross validation statistics.

• Generate summary time series visualizations.

– BiomeBGC:

• Generate summary time series visualizations.

• Simulations post processing events

– Mosaic process to combine tiled output into a

contiguous dataset suitable for visualization.
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Visualization

• Under development.

• Predefined visualization packages will be
available.

• Visualization will be handled using the
Unidata Integrated DataViewer (IDV).
http://www.unidata.ucar.edu/software/idv/

• Output data will be transformed into a
compatible format.

• Direct access to visualization products will be
through WebStart.
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Grid Services

• Computation services are exposed as explicit
services for the both Daymet and BiomeBGC
models.

• Globus Infrastructure Utilized
– GT 4.0

– MyProxy

– GridFTP

– WS-GRAM

– RFT

– Java COG Kit
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Job Execution Service

• Encapsulate legacy application setup,

initialization, and submission operations

inside web services

• Legacy application services become

functional components and building blocks in

a service-oriented architecture

• Reuse legacy application services in other

grid-enabled applications or workflows
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Job Execution Service
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• 5 Variables: Tmax, Tmin, prcp, solar radiation, vapor

pressure

• 10km Grid

• 1961-2003

• 6600 Stations

• 430 Jobs

Operational Testing – Canada
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Operational Testing

• Daymet

– Complete U.S. run

• 24 Years (1980-2003)

• 1 km grid

• BiomeBGC

– Canada, 10km grid.

– Based on previously completed Daymet output

– 2-3 years
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Future Work and Conclusions

• First operational tests were a success.

• Positive feedback received during testing.

• Job Execution Service has been demonstrated with other

models.

• Automated data publishing to Community Data Portal

– http://cdp.ucar.edu

• Establish additional computational resources

• Institutional policies appear to be the next barrier to address

– Security policies

– Data access

– Resource Accounting


